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Abstract: 

Data mining is a step in the knowledge discovery process consisting of certain data mining 

algorithms that, under some acceptable computational efficiency limitations, finds patterns or 

models in data. Association rule analysis starts with transactions containing one or more products 

or service offerings and some rudimentary information about the transaction. This paper 

describes the clustering in association rules using quantitative attributes, which are expressive 

multi-dimensional generalized association rules for university admission. University database 

which is vast and which has interrelated item sets is chosen for mining.  Quantitative attributes 

can have a very wide range of values defining their domain. 2-Dimensional quantitative 

association rules predicting the condition on the right hand side, given the quantitative attributes 

age, status and citizen.   In this method age is the main criteria for quantitative process.   The 

Strong association rules are obtained by this prescribed method. 

 

Keywords: Market Basket Analysis, eclat algorithm, Quantitative Association Rule, Clustering, 

Binning. 

 

Introduction: 

Data Mining, also called as data archeology, data dredging, data harvesting, is the process of 

extracting hidden    knowledge from large volumes of raw data and using it to make crucial 

business decisions.  Experimental data in many domains serves as a basis for predicting useful 

trends.   

Association rules [2], first introduced in 1993, are used to identify relationships among a set of 

items in a database [6].  These relationships are not based on inherent properties of the data 

themselves (as with functional dependencies), but rather based on co-occurrence of the data 

items.   

Association rules identify collections of data attributes that are statistically related in the 

database using confidence and support levels. The main problem of association rule induction is 

that there are so many possible rules. It is obvious that such a vast number of rules cannot be 

processed by inspecting each one in turn. Efficient methods are needed that restrict the search 
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space and check only a subset of all rules [10], and if possible, without missing important rules.  

Association rules analyzes how the item purchased by customers.  An example of an association 

rule is as follows. 

 Bread     Butter (sup 10%, conf 80%)  

This rule says that 10% of the customers buy bread and butter together and those who buy butter 

80% of the time.   

The main problem of association rule induction is that there are so many possible rules. It is 

obvious that such a vast number of rules cannot be processed by inspecting each one in turn. 

Efficient algorithms are needed that restrict the search space and check only a subset of all rules, 

and if possible, without missing important rules.  Using a concept hierarchy, quantitative and 

multiple minimum supports, interesting rules are generated. To select interesting rules from the 

set of all possible rules, a multiple minimum support [4] and a minimum confidence are fixed.  

This paper is organized as follows.  In Section 2, Association rule mining through eclat 

Algorithm as well as description of sample university database with substitution are given.    

Section 3, proposes the method with multiple minimum support, Concept hierarchy with 

quantitative concept.  In Section 4, Generating Quantitative Association Rules with the help of 

Binning and Clustering. Section 5 discusses the experimental and performance analysis with 

single dimensional results.  The study is concluded in the section 6, along with a brief on future 

work. 

 

PRELIMINERY WORKS: 

ECLAT ALGORITHM: 

In Eclat algorithm [18][20] implementation the set of transactions as a (sparse) bit matrix and 

intersects rows to determine the support of item sets. The search space of Eclat algorithm is 

based on depth first traversal of  a prefix tree [19].  

Éclat principle:- 

A convenient way to represent the transactions for the Eclat Algorithm is a bit matrix, in which 

each row corresponds to an item, each column to a transaction. A bit is set in this matrix if the 
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item corresponding to the row is contained in the transaction corresponding to the column, 

otherwise it is cleared. Eclat searches a prefix tree.  The transition of a node to its first child 

consists in constructing a new bit matrix by intersecting the first row with all following rows. For 

the second child, the second row is intersected with all following rows and so on.  

The item corresponding to the row is intersected with the following rows to form the common 

prefix of the item sets, processed in the corresponding child node. Of course, rows corresponding 

to infrequent item sets should be discarded from the constructed matrix, which can be done most 

conveniently if it stores with each row the corresponding item identifier rather than relying on an 

implicit coding of this item identifier in the row   index. 

University Database: 

Experimental data in many domains serves as a basis for predicting useful trends.  I opted to 

generate association rule in one such university database records of 1000 students [12, 13]. The 

database which is chosen depicts the student choice of getting degree in the university level. All 

the students were in the age group of 15 to 35 years, and the nationality is the addition category. 

All of them choose either undergraduate or graduate degrees. They were sub-categorized as 

science degree and arts degree.  Further classification based on the applied science and science 

(computer science and engineering).   

 

Table 2.1 Sample University Student Database 

 

Degree Decipline Major Status Age Natio

nality 

Parent Income 

(in lac) 

MA Graduate History Junior 21..25 Indian 2.2 

MSc Graduate Maths Senior 26..30 Indian 1.2 

BSc UnderGra

duate 

Physics Junior 16..20 French 4.4 
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Eclat with University Database 

For manual substitution purpose only 10 sample records are selected.  Table 2.2 represents the 

confidence level as well as rules obtained by the general algorithm. 

Table 2.2 Support &Confidence with some association rules 

XY S Confidence 

IndianStudent                   

     UnderGraduate 

IndianStudent   

           Graduate 

ForeignStudent    

     UnderGraduate 

ForeignStudent   

           Graduate 

 

 

30% 

 

30% 

 

30% 

 

40% 

 

 

3/5*100=60% 

 

3/5*100=60% 

 

3/7*100=42.8% 

 

4/7*100=57.1% 

 

 

Using frequent item set [10], Support levels are obtained for each and every process.  Table 2.2 

describes various support levels of the sample records. Based on Apriori, Confidence levels are 

obtained.   

The following are the rules obtained by the Apriori Algorithm.   

 

IndianStudent     UnderGraduate    (Support 30% Confidence 60%) 

IndianStudent     Graduate (Support 30% Confidence 60%) 

ForeignStudent       UnderGraduate (Support 30% Confidence 2.8%)  

ForeignStudent   Graduate (Support 40% Confidence 57.1%) 
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TERMINOLOGY: 

Multi Level Quantitative Approaches: 

A concept hierarchy [4, 16] defines a sequence of mappings from a set of low level concepts to 

higher level more general concepts.  Concept hierarchies may also be defined by grouping values 

for a given dimension or attribute resulting in a set grouping hierarchy.   Concept hierarchies 

[17] allow data to be handled at varying levels of abstraction.  A top-down progressive 

deepening method is developed for efficient mining of multiple-level Quantitative association 

rules from large transaction databases. 

 

University Database 

 

   Student         Degree 

   

Foreign Indian   graduate              undergraduate 

 

      Young                old                            Sci    Arts        

 

16..20 21..25  26..30  >30            ApSc         Sci   

 

            CS   Engg  P    C  M 

Figure 3.1: Concept hierarchy of University Database 

Quantitative attributes, in this case, are discretised prior to mining using predefined concept 

hierarchies, where numeric values are replaced by ranges.  Categorical attributes may also be 

generalized to higher conceptual levels if desired. 
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Reduced Minimum Support at Lower Levels: 

Each level of abstraction has its own minimum support threshold.  The lower the abstraction 

level, the smaller the corresponding threshold.  Using multiple minimum support, rules should be 

generated. The transformed task relevant data may be stored in a data cube [4]. 

 

      

 

        Status    

Nationality                            Age 

         

    

 Age,Nationality,Status 

 

Figure 3.2. Data cube consists of a lattice of cuboids 

Data cube consists of a lattice of cuboids that multidimensional data structures.  These structures 

can hold the given task relevant data as well as aggregate, group by information.  Figure 

3.1shows the lattice of cuboids defining a a data cube for the dimensions of age, nationality and 

status.  The cells of n-dimensional cuboids are used to store the support counts of the 

corresponding predicate sets.  Cuboids contain the total number of transactions in the task 

relevant data, and so on.   

 

QUANTITATIVE CLUSTERING: 

Binning: 

Quantitative attributes can have a wide range of values defining their domain.  To keep grids 

down to a manageable size, instead partition the ranges of quantitative attributes into intervals.  

These intervals are dynamic in that they may later be further combined during the mining 
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process.  The partitioning process is referred to as binning. In the below example, partitioning the 

attribute is done with respect to age.   

 

A
g
e 

31..35        

26..30         

21..25         

15..20         

           

  

Foreign 

Junior 

Foreign 

Senior 

Indian 

Junior 

Indian 

Senior 

  Nationality 

Figure 4.1. A 2-D gird for tuples 

 

Clustering: 

The strong association rules are obtained by this mapping of 2-Dimensional grid [4]. 2-D 

Quantitative association rules predicting the condition on the rule right hand side given the 

quantitative attributes age.   Notice that these rules are quite “close” to one another, forming a 

rule cluster on the grid.  Rules can be combined or “clustered” together to form the simpler rule 

which produces the good rules.   

Using the clustering system process scans the grid, search for rectangular clusters of rules.  Bins 

the quantitative attributes occurring within a rule cluster may be further combined and further 

dynamic discretization of the quantitative attributes occur.  This grid based technique describer 

here assumed that the initial association rules can be clustered into rectangular region. 

Rectangular clusters may oversimplify the data.  Quantitative attributes are dynamically 

partitioned using equidepth binning and the partitions are combined based on a measure of 

partial completeness which quantifies the information lost due to partitioning.    
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Clustering in Quantitative Process: 

Algorithm: ClusQuantitative 

Input:  

Database 

Output:  

Grouping the data for Quantitative Association Rules 

Step 1: Find all the elements of the database 

Step 2: Partition the database elements to form a concept hierarchy structure. (See figure 3.1) 

Step 3: Find the Frequent item set value for higher level of the concept hierarchy.  With the help 

of minimum threshold condition, support levels are calculated for each itemsets.    

Step 4: Draw the data cube for the elements with are related with student particulars.  (See figure 

3.2) 

Step 5: Using Binning concept to fix the 2-D grid layout for the given data. 

Step 6: Find the range field (Age variation of students) 

Step 7: Using the Clustering technique to combine the related data items with respect to 2-D 

grid. (See figure 4.1) 

Step 8: Find the confidence level for the frequent itemset.  Generate Rule with the help of 

Apriori_Gen algorithm. 

 

EXPERIMENTAL RESULTS & PERFORMANCE ANALYSIS: 

In this section, the university dataset is implemented in eclat based algorithm and the 

performance evaluation is also carried out to prove the efficiency of the new approach. 

EXPERIMENTAL ANALYSIS: 

For experimental Intel Pentium 2.5 GHz processor, Windows XP with 256 MB RAM was used.  

The results for these data sets are discussed  
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In Level 1, support level value is very high (by getting minimum threshold support value).  By 

applying the reduced support concept, values of support are minimum one.  Different levels of 

the concept hierarchy will yield rules differently.  Level 1 rule has the low confidence values. 

But in the lower level, some rules have either less or higher value than  level 1.   

In the least level, rules have the full confidence values.  Because of the reduced support this will 

yield interesting and useful rules.   

Age(x,16..20),status(x,young), citizen(x,Indian)    Degree(x, CompSci ApSci Undergraduate) 

Age(x,21..25),status(x,young),citizen(x,French)  Degree(x,CompSciApSciUndergraduate)  

The clustering the related data item as follows: 

16..20 age group young Indian Citizen  CompSciApSciUndergraduate (confidence 98%) 

21..25 age group young French Citizen  CompSciApSciUndergraduate (confidence 86%) 

In the above example, IndianStudent   Undergraduate has confidence value 60% in the higher 

level 1.  But at the level 5, the same rule has the confidence value as 98% 

The overall substitution of the whole database will yield more number of useful rules. 

 

PERFORMANCE ANALYSIS: 

With the help of Clus-Quantitative algorithmic approach, quantitative clustering process actually 

creates sets of group of data. For mining multiple level association rules, concept hierarchy and 

multiple minimum support should be provided for generalizing interesting rules [14, 15].  This 

may lead to the generation of many uninteresting associations such as “IndianStudent   

Undergraduate” before the discovery of some interesting ones, such as “16..20 age group young 

Indian Citizen  CompSciApSciUndergraduate”, because the former may occur more 

frequently and thus have larger support than the latter. 

This observation lead us to examine the methods for mining association rules at multiple 

minimum support using concept hierarchy, which may only discover rules at Quantitative basis 

with clustering technique have high potential to find nontrivial informative association rules 

because of its flexibility at focusing the attention to various data and applying different threshold 

at different levels. 
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In this ClusQuantitative has knowledge about what are possible combinations of multiple 

minimum support itemsets with the grouping of related data items. But ClusQuantitative 

generate multilevel interesting rules.  

The following are the interesting information retrieved from this new approach.  

To find who is most likely to join the course Computer Science Undergraduate or 

Students willingness in the age group of 16 to 20 for Indian students or 21 to 25 Foreign 

Students. 

Figure 5.1 shows the Rules which are having rules between Single dimension and Clus-

Quantitative university datasets. From this figure, a large number of rules are generated with 

higher confidence as 100%. Nearly 60% of the Clus-quantitative association rules are having the 

higher confidence 100% while comparing with single dimensional dataset having 5% of rules 

only. So, the Clus-quantitative data set produces the highly informative association rules. For any 

database each and every combination of dataset is essential to predict interesting relationships 

Hence, more hidden information are retrieved from this new approach.   

 

 

Figure 5.1: Single Vs Quantitative Rules for University Dataset 

 

CONCLUSION AND FUTURE WORK: 

Clus-Quantitative which mines Quantitative association rules may lead to progressive mining of 
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transaction based university admission database as well as other database.  With the help of 

multiple minimum support, binning  and clustering of concept hierarchy finding interesting 

frequent item set at various levels of itemsets is made easy.  With the help of Clus-Quantitative 

substitution, execution time reduction and interesting mining rules are all powerful.  Based on 

the clustering technique, a set of rules can be obtained.  This paper mined association rules (did 

not leave out any data including the extent of status, nationality, etc.) in a step wise manner, so 

that none of the important data is missed.   

Extension of methods for mining knowledge rules poses many interesting issues for further 

investigation. 
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